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Who am I?

2011: MSc Engineering Physics (stats and financial math).

2011: BSc Economics (finance and econometrics).

2016: PhD Automaধc Control (Bayesian comp. inference).

2016 Sectra: medical images with deep learning.

2017 LiU: Acধve learning for searching disaster areas.

2017-2018 UoN: Bayesian system idenধficaধon.



The machine learning hype in popular media [1/4]
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The machine learning hype in popular media [3/4]



The machine learning hype in academia [1/3]



The machine learning hype in academia [2/3]



The machine learning hype in academia [3/3]



Some trends in programming languages



What are we going to do?

- Discuss some modern sođware tools for machine learning.

- Write code for deep learning.

Why are we doing this?

- Give a small introducধon to machine learning.

- Give you the tools to apply these methods in your own work.

Howwill we do this?

- Discuss the three machine learning paradigms.

- Give an overview of Python, R and Git/Docker.



A short introducধon to machine learning



Three major types of methods

- Supervised learning - labeled data set (y, x).

- Unsupervised learning - unlabeled data set (y).

- Reinforcement learning - environments (s, a, r).



Supervised learning
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Supervised learning methods

- Linear regression / classificaধon.

- Support vector machines with kernels.

- Ensemble methods using decision trees. Boosধng.

- Neural networks.

- Gaussian processes.



Python



What is Python?

- Simple programming language to learn.

- Open source and plaĤorm independent.

- Very large community.

- Huge number of free libraries available.

https://www.anaconda.com/download/

https://www.anaconda.com/download/


Packages

Numpy: linear algebra.

Scipy: sparse matrices, opধmisaধon and staধsধcs.

Matplotlib: ploষng.

Pandas: data handling.

Scikit-learn: machine learning.

Keras + Tensorflow: deep learning.

pystan: probabilisধc programming for Bayesian inference.



How to run Python code

- Interacধve mode using e.g., Spyder or VS Code.

- As a standalone program from the console.

- Wriধng Jupyter notebooks. jupyter notebook



Python syntax

import numpy as np
import matplotlib.pylab as plt

x = np.arange(start=0.0, stop=10.0, step=0.1)
n = len(x)
K = np.zeros((n, n))

for i in range(n):
for j in range(n):

K[i, j] = np.exp(-0.5 * (x[i] - x[j])**2)

y = np.random.multivariate_normal(np.zeros(n), K)

plt.plot(x, y)
plt.show()



Amachine learning use case

Deep learning for images



Deep learning and neural networks

Deep learning is a family of supervised machine learning

algorithms, which is a type of neural network.

http://playground.tensorflow.org

http://playground.tensorflow.org


Tensorflow and Keras

- A framework for deep neural networks made by Google.

- Runs on CPUs, GPUs and in the cloud (TPUs).

- Low-level and efficient library for linear algebra.

- Implements most opধmizers and network topologies.

- Weights for pre-trained networks can be downloaded!



Demostraধon

Using Python with keras and tensorflow.

https://keras.io/

https://www.tensorflow.org/

https://keras.io/
https://www.tensorflow.org/


Other sođware tools



R

- Open source.

- Popular with staধsধcians and data scienধsts.

- Efficient work flows for data analysis.

- Similar syntax to Python and MATLAB.

- A lot of packages but a bit fragmented.

https://www.r-project.org/

https://www.rstudio.com/

https://www.r-project.org/
https://www.rstudio.com/


Git(Hub) and Docker

- Version control and collaboraধon.

- Repository for code and data when running in the cloud.

- Distribuধng data and sođware.

https://www.github.com/

https://www.docker.com/

https://www.github.com/
https://www.docker.com/


Cloud compuধng

- VMs running Docker containers.

- Data storage.

- Running back-end servers with APIs.

- Clusters of CPUs, GPUs and TPUs.

- Pay as you go.

https://cloud.google.com/

https://aws.amazon.com/

https://cloud.google.com/
https://aws.amazon.com/


What did we do?

- Discussed some modern sođware tools for machine learning.

- Wrote code for deep learning.

Why did we do this?

- Give a small introducধon to machine learning.

- Give you the tools to apply these methods in your own work.

What are you going to do now?

- Go home and Google some keywords from this seminar.

- Start learning Python/R, scikit-learn and cloud compuধng.



Thank you for listening
Comments, suggesধons and/or quesধons?
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uni@johandahlin.com
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